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Abstract

This paper presents our findings when participating in
ActivityNet challenges in untrimmed and trimmed video
classification on ActivityNet and Kinetics dataset. Flow
data are not as reliable as RGB data in challenging
datasets such as ActivityNet. Furthermore, frame-based
BN-Inception architecture performs better than spatio-
temporal based C3D models.

1. Introduction
With the appearance of big video datasets (such as Activ-

ityNet [1], Kinetics [4]), it would be interesting to evaluate
different convolutional neural networks (CNNs) for action
recognition. Two popular deep learning based representa-
tions for videos are frame-based CNNs features (e.g., In-
ception [2]) and spatio-temporal CNNs features (e.g., C3D
[7]). In recent work, Wang et al. [9] shows that frame-based
CNNs features achieves the state-of-the-art results on small
video datasets such as UCF101 [6], HMDB51 [5]. In this
submission to the challenge, we aims to evaluate the perfor-
mance of frame-based and spatio-temporal CNNs on large
video dataset. 1

2. Our approach
Models. For frame-based features, we deploy BN-

Inception [2] architecture with temporal-segment-networks
(TSNs) proposed in [9]. For spatio-temporal features,
we utilize the C3D architecture [7]. In C3D architec-
ture, all convolution and pooling layers are made up of
3D operations [7]. C3D network has 8 convolution and
3 fully connected layers. C3D architecture is then given
by: C(3, 64, 1) − RL − P (2, 2) − C(3, 128, 1) − RL −
P (2, 2) − C(3, 256, 1) − RL − C(3, 256, 1) − RL −
P (2, 2) − C(3, 512, 1) − RL − C(3, 512, 1) − RL −
P (2, 2)−C(3, 512, 1)−RL−C(3, 512, 1)−RL−P (2, 2)−

1Codes and models will be available at https://github.com/
antran89/activitynet2017-nus.

FC(4096) − D(0.9) − FC(4096) − D(0.8) − FC(101).
Table 1 shows the number of parameters in BN-Inception
and C3D architecture. As can be observed, C3D has more
parameters than BN-Inception.

We also reports performances of some long-term tempo-
ral convolutions (LTC) models [8]. LTC models develop the
ideas of C3D architectures into longer temporal dimension
by reducing spatial dimension and increasing the temporal
length.

Inception model is initialized from a pre-trained model
on ImageNet and C3D weights are initialized from a pre-
trained model on 1M-Sports dataset.

Regularization. For regularizing the capacity of a
model, the TSNs [9] utilize batch normalization and high
dropout ratios. We also set high dropout ratios for C3D net-
works with ratios of 0.9 and 0.8 for fully connected layers
fc6 and fc7 respectively.

Input. The inputs for TSN models are 1 RGB frame
for a segment of spatial-CNN stream and 5 stacked optical
flow frames for a segment of temporal-CNN stream. The
TSN networks average 3 segments of frames. In total, TSN
networks operates on 3 RGB frames and 15 flows frames.
The C3D networks operates on 16 continuous frames for
both RGB and optical flows. The flows are extracted from
OpenCV implementations of TV-L1 [10]. All the RGB and
flow images are saved in resolution (128, 171). The flows
have been compensated to remove camera motions. For the
BN-Inception architecture in TSNs, the input images are
resized into (256, 340) on the fly in our modifications of
Caffe software [3]. On the other hand, C3D models operate
on inputs of size (128, 171). Although this implementa-
tion is convenient for working with both BN-Inception and
C3D architecture, it might slightly reduce performance of
BN-Inception architecture because of lower quality resized
image frames. Spatial and temporal models are trained in-
dividually.

Data augmentation. Data augmentation is shown to
help deep convolutional models prevent severe over-fitting.
For training, we adopt widely used data augmentation such
as corner cropping, horizontal flipping, scale-jittering [9].
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BN-Inception [2] C3D [7]
parameters 10,373,765 78,409,573

Table 1. Number of parameters of different convolution networks:
CaffeNet, and C3D.

3. Results
Table 2 shows performance of different models on Ac-

tivityNet validation set. The results show that both C3D
and TSN-BN-Inception obtain better performances on RGB
data than on compensated optical flows. For examples, rgb-
C3D-size112-len16 out-performs flow counterpart flow-
C3D-size-112-len16 17.09% (65.36% vs. 48.27% top-1 ac-
curacy). The similar phenomenon happens with TSN-BN-
Inception model (72.73% vs. 53.40%). On contrary to per-
formances of deep models [9] on UCF101 and HMDB51, in
challenging datasets such as ActivityNet, the compensated
flows are not as reliable as RGB data. It is because mo-
tion patterns in ActivityNet and Kinetics dataset are more
complex than small datasets (e.g., UCF101, HMDB51).

The second observation is that Inception models gener-
ally outperform C3D models both in RGB modality, while
LTC-C3D models have more advantages in flow modal-
ity with longer temporal length. Furthermore, two-stream
BN-Inception model perform better two-stream C3D. It in-
dicates it would be hard to fit C3D models with spatio-
temporal video data.

The third observation is that more information we can
feed into a C3D model, more successful the model is. The
C3D model has better performance if we increase temporal
length both RGB and flow data. As can be observed, spatial
resolution is more important for rgb-C3D (spatial-stream),
while temporal resolution is more important for flow-C3D
(temporal-stream). It can be explained as spatial-stream ex-
ploits context in whole videos, while temporal-stream focus
more long-term human motion informations (e.g., human
silhouettes, or shapes).

Due to limited time and resources, we take a chance to
submit our evaluations on the test set of the challenge server
with only rgb-LTC-maxpool-size112-len32 model. We got
about 34% top-1 on ActivityNet untrimmed video classifi-
cation task, and 30% average error (top-1 and top-5 errors)
on Kinetics trimmed video classification.

4. Conclusions
This paper reports some comparisons between current

frame-based BN-Inception and spatio-temporal C3D mod-
els. Without regards of models, RGB data are more reliable
than (compensated) optical flows in challenging datasets
such as ActivityNet and Kinetics. With regards of models,
frame-based BN-Inception currently perform better than
spatio-temporal based C3D models.

Models Top-1 acc. Top-3 acc.
(%) (%)

rgb-C3D-size112-len16 65.36 81.43
rgb-LTC-maxpool-size112-len32 67.29 82.22
rgb-LTC-maxpool-size58-len32 56.13 72.80
flow-C3D-size-112-len16 48.27 65.96
flow-LTC-maxpool-size112-len32 59.10 74.53
flow-LTC-maxpool-size58-len32 53.65 70.19
rgb-TSN-BN-Inception 72.73 87.16
flow-TSN-BN-Inception 53.40 70.60
Two-stream C3D 70.36 83.95
Two-stream TSN-BN-Inception 73.25 86.30

Table 2. Performance of TSNs and C3D models on ActivityNet
untrimmed video validation set. We show the results in top-1 and
top-3 accuracy metrics. The suffix size112 means that the C3D
model has input image of size (112, 112) and len16 means that the
C3D model has temporal length of 16.
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